12
Standard multiple regression 
Multiple regression in SAS 

To illustrate multiple regression in SAS, we will use the data that we used previously to illustrate simple linear regression in Chapter 11. Remember, you need to set these data out in Excel as we have in Screenshot 1:
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Screenshot 1
Here you can see that we have three variables, ‘Age’, ‘Height’ and ‘Weight’. In this analysis, we are going to look to see how well each of age and height predict weight. Thus, weight is our criterion or dependent variable and age and height are our predictor or independent variables. We have imported this data into SAS, and to run the multiple regression, we use the Proc Reg command in a similar way to that described in Chapter 11, but this time we add in an extra variable to the regression analysis:

proc reg data=working; 

   model Weight=Age Height /STB; 

   run; 

You should be able to see that all we have done here is add the extra independent variable 'Height' to the model line of the commands. We have also included the /STB argument so that SAS gives us the standardised regression coefficients. The output will look like this:

                  REGRESSION SCORING EXAMPLE                                 22

                                 OUTEST= Data Set from PROC REG 15:36 Tuesday, December 13, 2011

                                       The REG Procedure

                                         Model: MODEL1

                               Dependent Variable: Weight Weight

                            Number of Observations Read          10

                            Number of Observations Used          10

                                      Analysis of Variance

                                             Sum of           Mean

         Source                   DF        Squares         Square    F Value    Pr > F

         Model                     2       30.18342       15.09171     156.05    <.0001

         Error                     7        0.67699        0.09671

         Corrected Total           9       30.86041

                      Root MSE              0.31099    R-Square     0.9781

                      Dependent Mean       11.10300    Adj R-Sq     0.9718

                      Coeff Var             2.80093

                                      Parameter Estimates

                                  Parameter      Standard                        Standardized

   Variable    Label       DF      Estimate         Error   t Value   Pr > |t|       Estimate

   Intercept   Intercept    1       5.79134       1.23552      4.69     0.0022              0

   Age         Age          1       0.14560       0.02741      5.31     0.0011        0.75580

   Height      Height       1       0.03650       0.02091      1.75     0.1244        0.24837
Here you should be able to see that there is overall a significant relationship between the predictor variables age and height with weight. This has an F-value of 156.05, with 2 and 7 degrees of freedom and an associated p-value < .0001. The R-square statistic of 0.98 suggests that 98% of the variation in weight is accounted for by participants’ age and height (but the adjusted R-square gives a more realistic estimate of this and this is a value of 0.97). The unstandardised regression coefficient for age is 0.15 and this has a t-value of 5.31 and an associated p-value of .001. The coefficient for height is 0.04, with a t-value of 1.75 which has an associated p-value of .12. Thus, there is a significant overall relationship between the predictors and weight but only age has a significant unique relationship with weight.
The regression equation can be generated from the output in Screenshot 2. Remember we take the values from the ‘Estimate’ column in the output, thus the regression equation for predicting weight from both age and weight would be:

weight = 5.79 + 0.15 * age + 0.04 * height
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